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Human immunodeficiency virus (HIV) causes complex metabolic changes in infected CD4� T cells that lead
to cell cycle arrest and cell death by necrosis. To study the viral functions responsible for deleterious effects on
the host cell, we quantitated the course of HIV type 1 infection in tissue cultures by using flow cytometry for a
virally encoded marker protein, heat-stable antigen (HSA). We found that HSA appeared on the surface of the
target cells in two phases: passive acquisition due to association and fusion of virions with target cells, followed
by active protein expression from transcription of the integrated provirus. The latter event was necessary for
decreased target cell viability. We developed a general mathematical model of viral dynamics in vitro in terms
of three effective time-dependent rates: those of cell proliferation, infection, and death. Using this model we
show that the predominant contribution to the depletion of viable target cells results from direct cell death
rather than cell cycle blockade. This allows us to derive accurate bounds on the time-dependent death rates of
infected cells. We infer that the death rate of HIV-infected cells is 80 times greater than that of uninfected cells
and that the elimination of the vpr protein reduces the death rate by half. Our approach provides a general
method for estimating time-dependent death rates that can be applied to study the dynamics of other viruses.

AIDS results from infection with the human immunodefi-
ciency virus (HIV), and nearly 40 million adults and children
worldwide live with HIV/AIDS (32). The opportunistic infec-
tions characteristic of AIDS result from the progressive deple-
tion of CD4� T lymphocytes in infected individuals (9). During
the acute phase, virus levels increase rapidly with a concomi-
tant loss of CD4� T cells. As cellular and humoral antiviral
immune responses take effect, virus levels decrease and CD4�

T-cell numbers temporarily recover. During the subsequent
phase of clinical latency, CD4� T-cell numbers slowly, but in-
exorably, decline. Finally, as the immune system is exhausted by
HIV, clinical immunodeficiency and lethal infections occur (29).

Models of the viral-cellular dynamics of HIV infection have
provided different explanations for the CD4� T-cell decline.
CD4� T cells are vulnerable to HIV, both in vitro and in vivo,
because the virus uses the CD4 molecule as its principal re-
ceptor (6, 17). HIV selectively infects this class of lymphocytes
and causes direct cell killing as well as cell cycle arrest in the G2

phase (4, 8, 13, 16, 28, 38). It was originally suggested that low
numbers of circulating infected cells during clinical latency
could not account for the overall decline in CD4� T cells,
implying that bystander CD4� T-cell death was occurring (8).

However, more sensitive methods of viral quantitation and
mathematical modeling of infection kinetics in vivo revealed
that the viral load in the peripheral blood and lymphoid organs
was actually higher than previously believed (28, 29). HIV
protease inhibitors, by powerfully suppressing virus infection in
vivo, permitted a new dynamic view of HIV infection (13, 30,
31, 38). Protease inhibitors decreased circulating virus to low
or undetectable levels and dramatically increased CD4� T cells
within 6 to 8 weeks (13, 23, 38). These effects were explained
by a high-turnover model, in which the low level of circulating
virus is maintained by continuous, high-level virus production
and infection of new CD4� T cells followed by rapid destruc-
tion of infected cells (7, 13, 21, 24). However, there may also be
more complex effects, such as the redistribution of a fraction of
CD4� T cells into the circulating pool (21, 27). In the absence
of protease inhibitors, CD4� T-cell destruction is presumably
partly masked by heightened cellular production, producing
only a slow decline in CD4� T cells. Ultimately, the cumulative
direct killing of these cells is presumed to cause the collapse of
the immune system (24).

We have studied how HIV causes the death of transformed
CD4� T-cell lines and peripheral blood CD4� T cells in vitro.
Some investigators have proposed that apoptosis is the cause
for HIV-induced death of CD4� T cells (2, 10). However, we
previously showed that a novel form of necrosis, not apoptosis,
is the primary mode of death in vitro (4, 16). In those studies,
we also used the vesicular stomatitis virus glycoprotein (VSV-G)
to pseudotype viral particles containing a mutated version of
HIV env and found that viral cytopathicity does not require
Env (1, 3, 19). However, assessing the role of other HIV type
1 (HIV-1) proteins in viral cytopathicity is more difficult. Cer-
tain HIV-1 proteins, such as Vpr, can cause cell cycle blockade
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and cell death (5, 6, 8, 11-13, 18, 25, 26, 28, 34, 36, 39).
Therefore, we sought a means of analysis that would allow us
to determine if the loss of viable cells is due to cell cycle block-
ade or death.

Another interesting facet of host cell-virus interaction is that
Vpr has been shown to induce cell cycle arrest when passively
delivered by virion fusion to target cells without proviral inte-
gration and expression (37). We therefore wanted to distin-
guish the phase of virion delivery of viral proteins from the
phase of de novo viral protein synthesis from an integrated
provirus. This demarcation would allow us to infer the direct
cytopathicity of different HIV-1 mutants from the culture dy-
namics of single-round infections in vitro.

In this study, we have used an HIV-1 strain containing the
mouse heat-stable antigen (HSA) cell surface marker (NL4-
3HSA) to distinguish two stages of viral protein expression by
the target cell: (i) cell surface association and fusion of virions
and (ii) provirus integration and expression. We also introduce
a new mathematical method for quantifying the cytopathicity
of viral mutants, independently of their effects on cell cycle
progression or other parameters of the in vitro cell culture
system. Using these approaches, we show that Vpr decreases
the number of viable cells infected by HIV-1 primarily by its
cytopathic effect rather than by cell cycle blockade. We also
describe a general means of determining time-dependent
death rates of infected cells in tissue culture systems.

MATERIALS AND METHODS

Cell lines and cell cultures. Hi-CD4 Jurkat T cells (Jurkat 1.9 cells) were
maintained in complete RPMI medium (RPMI 1640; BioWhittaker), which
included 10% heat-activated fetal calf serum, 100 U of penicillin and strepto-
mycin/ml, 2 mM L-glutamine, and 50 �M �-mercaptoethanol (4).

Preparation of NL4-3HSA virus mutants. Mutation of the NL4-3 vpr gene was
performed by shuttling the PflMI-to-SalI fragment (488 bp) of pHXB2 (kindly
provided by Andrew Leavitt, University of California, San Francisco) containing
vpr into NL4-3HSA. The resulting strain of NL4-3, NL4-3HSA/HXB2 (P-S), here-
upon referred to as P-S, encodes HXB2 vpr, which has a premature stop codon
at amino acid 79 due to a thymidine insert at nucleotide 216. Truncation of the
terminal 18 amino acids of Vpr results in an unstable protein that is poorly
expressed and nonfunctional (data not shown).

HIV virus stocks and infections. Mouse HSA is inserted in place of the
nef-coding sequence in NL4-3HSA, a derivative of the HIV-1 laboratory strain
NL4-3HSA. The original viral stock and virus plasmid were provided by Ned
Landau (Salk Institute) (12). Viral stocks of NL4-3HSA and various mutants were
generated by 293T cell transfection using FuGENE (Boehringer-Mannheim)
according to the manufacturer’s recommendations. The NL4-3HSA Env� strain
was pseudotyped with VSV-G by cotransfection of 2 �g of HIV-1 plasmid and 1
�g of pVSV-G. Viral supernatants were harvested 48 h posttransfection, and
stocks were frozen at �80°C. Virus titers were determined using the MAGI assay
(15, 33). A total of 106 cells were infected per sample using 5 �g of Polybrene/ml.
Complete RPMI medium was added to obtain a total volume of 3 ml in 12-well
plates. Plates were centrifuged for 30 min at 800 � g, 25°C. After centrifugation,
cultures were maintained at 37°C by refeeding as needed. Using HSA as a
reporter gene, we determined the viability of infected and uninfected cells by cell
surface staining and flow cytometry. For extended spin infections used in spec-
ified experiments, samples were centrifuged at 800 � g at 30°C for 30 h, with
short interruptions to collect cells for HSA or intracellular p24 expression anal-
ysis. Lamivudine (3TC) and saquinavir (SQV) were obtained through the AIDS
Research and Reference Reagent Program, National Institute of Allergy and
Infectious Diseases, National Institutes of Health. Reverse transcription was
blocked by preincubation of Jurkat cells with 10 �M 3TC 24 h prior to infection,
with replenishment every 24 h. SQV was added to infection cultures at 1 �� and
replenished every 48 h. Cells were washed in phosphate-buffered saline (PBS),
treated with proteinase K at 0.5 mg/ml (Sigma) at 4°C for 30 min, and washed
twice in PBS before immunostaining for flow cytometric analysis.

Quantification of cell viability and infection. Flow cytometry was used to
monitor cell viability and infection level on a FACSCalibur (Becton Dickinson
and Co.). Culture viability was assessed using a live gate showing the percentage
of cells exhibiting a forward scatter-side scatter profile determined by the analysis
of live uninfected cells (mock control). The level of infection was quantified by
the surface staining of HSA with anti-HSA phycoerythrin stain (CD24a PE;
Pharmingen). Intracellular HIV-1 p24 production was measured by cytoplasmic
immunostaining of cells permeabilized with the Cytofix/Cytoperm kit (BD Bio-
sciences, Pharmingen) according to the manufacturer’s instructions. Fixed cells
were incubated in 1:1,000-diluted anti-p24 PE antibody, KC57-RD1 (Beckman
Coulter, Fullerton, Calif.) at 4°C for 30 min, washed twice, and analyzed by flow
cytometry. Cell cycle times were measured by dilution of 5,6-carboxyfluorescein
diacetate succinimidyl ester (Molecular Probes) according to the manufacturer’s
instructions. Cell cycle stage analysis was carried out using flow cytometry de-
tection of DNA content stained with propidium iodide as previously described
(12). Flow cytometry data were analyzed using CellQuest (Becton Dickinson and
Co.) or Flowjo (Treestar, Inc.) software.

Mathematical analysis. The objective of this analysis was to obtain, from
simple measurements of culture dynamics, accurate estimates of the rate at
which different HIV-1 strains kill the T cells they infect. We distinguished the
following cell populations: x represents live, uninfected cells; xd represents dead,
uninfected cells; y represents live, infected (HSA�) cells; and yd represents dead,
infected (HSA�) cells.

Though these populations were not directly determined experimentally, infer-
ences about them were based on flow cytometric measurements for two derived
variables: viability (v), the fraction of live cells in the culture, and infectivity (f),
the fraction of live cells that is infected. Cells were considered infected if their
level of HSA staining measured by flow cytometry fell within a predetermined
gate of high-level expression relative to the mock sample (see Fig. 1 and 2,
below). We denoted these samples as HSA�.

Thus, v and f are related to the various cell populations by the following
expressions:

v�t� �
x�t� � y�t�

x�t� � xd�t� � y�t� � yd�t�
(1)

f�t� �
y�t�

x�t� � y�t�
(2)

A precise model of the dynamics of these cell populations would have to include
several complications. For instance, the death rate of infected cells increases with
the expression level of viral proteins in the cell, which tends to increase with time
(see Fig. 1 and 2, below). Mathematically, this implies that the death rate of an
infected cell depends on the length of time since infection. Consequently, the age
structure of the infected cell population becomes important in accounting for this
complication. A further complication is that infected cells may be infected more
than once, and the propensity for death or cell cycle arrest appears to increase
with the number of times the cell is infected or engaged by virus (16). The
infection rate itself depends on the amount of free virus in the culture, which is
depleted through both infection and decay. Finally, there is a variable delay
between infection of a cell and expression of viral proteins within the cell
(conversion time). A model that explicitly implements all these complexities
would contain too many parameters to practically and meaningfully fit the data.
We thus opted to develop an approach in which we describe the culture dynamics
by introducing a number of effective rates which are time dependent and aim to
subsume the aforementioned complications. Formally, we assume the following
general culture dynamics, which are supported by measurements of uninfected
cultures:

dx�t�
dt

� 	
 � � � a�t�� x�t� (3)

dy�t�
dt

� 	
p�t� � �q�t�� y�t� � a�t�x�t� (4)

dxd�t�
dt

� ��xd�t� � �x�t� (5)

dyd�t�
dt

� ��yd�t� � �q�t�y�t� (6)

Thus, we assume that uninfected cells (x) proliferate at a constant rate (
) and
die at a constant rate (�) and that dead cells (xd and yd) decay at a constant rate
(�), estimated by measurements of uninfected cultures. For cultures that include

4026 SPEIRS ET AL. J. VIROL.
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both infected and uninfected cells, we make the general assumption that unin-
fected cells become infected at an effective rate a(t) which incorporates the
effects of changing levels of infectious virus in the culture. Thus, in previous
models such as that described in reference 32, in which virus, V(t), was an explicit
variable, one would have a(t)  kV(t), where k is the infection rate constant. The
infected cells proliferate at an effective rate 
p(t), which incorporates the effects
of cell cycle blockade, and die at an effective rate �q(t), which incorporates the
effects on cytopathicity of changing expression levels of viral proteins. The func-
tion p(t) relates the proliferation rates of uninfected and infected cells. When p(t)
 0, the cell cycle of infected cells is completely blocked, whereas at p(t)  1,
infected cells proliferate at the same rate as uninfected cells. We assume that
infected cells cannot proliferate faster than uninfected cells, i.e., that p(t) is �1.
This assumption is consistent with our experimental observations. In particular,

infected cells have never been observed to proliferate faster than uninfected cells
(D. L. Bolton and M. J. Lenardo, unpublished data). Likewise, the function q(t)
relates the death rates of uninfected and infected cells. When q(t) is �1, infected
cells have an enhanced death rate compared to uninfected cells.

As shown in the supplemental material, equations 3 to 6 can be rewritten in
terms of the viability v(t) and infectivity f(t), yielding

dlog�v�

dt
� ���1 � f� � �1 � v�	
�1 � f� � �� � �1 � v� f
p � f�q (7)

We approximate the functions log(v), v(t), and f(t) by linear functions between
consecutive measurement points. The validity of this approximation is supported
by the smooth appearance of the curves that result from connecting measured
values v or f at consecutive measurement points. Consider now a time point t*
that lies halfway between the time ti, at which the ith measurement was taken,
and the time ti�1, at which the (i � 1)th measurement was taken. We denote the
values of p and q at this time point as p* and q*. The values of v, f, and
d[log(v)]/dt at this time are then given by the following equation:

v* �
v�ti� � v�ti�1�

2 , f* �
f�ti� � f�ti�1�

2 , w* �
log	v�ti�1�� � log	v�ti��

ti�1 � ti
(8)

Since v and f were measured in triplicate, the values of v(ti) and f(ti) in the
equations were assumed to equal the averages of the three measurements. Using
equations 7 and 8, one then obtains q* in terms of p*:

q* � 1 �
1
f*

�
w*

�f*
�


�p* � 1��1 � v*�

�
�

�� � 
��1 � v*�

�f*
(9)

We show in the text that q* changes relatively little as p* runs from 0 to 1,
allowing us to estimate q(t) from the data.

Our analysis thus consists of three steps. First, we estimate the parameters 
,
�, and � from measurements of �(ti) on cultures of uninfected cells (see Results).
Then, using these estimates, we use equation 9 to derive bounds on the function
q(t) from a time course of viability, �, and infectivity, f, measurements in cultures
with both infected and uninfected cells. Finally, we use the inferred bounds on
q(t) to compare the cytopathic effects of different virus strains in cell culture
infections.

RESULTS

Target cells display viral proteins in two distinct phases. Our
infection system consisted of a T-cell culture that had been
exposed to HIV under conditions of a single-round infection,
using an NL4-3HSA Env� virus (4). Because the virus lacks
Env, no new infectious virions were produced in the cell cul-
ture postinfection (p.i.). In NL4-3HSA, HSA is encoded in the
viral genome, so HSA expression is driven by the HIV-1 long
terminal repeat. HSA is a mouse surface protein that is not
normally expressed in human cells and, in this context, it be-
comes a specific viral marker. We therefore quantified the
number of cells that had interacted with the virus by flow
cytometric analysis for HSA.

A representative time course of infection revealed that low
levels of HSA were evident at 8 h p.i. (Fig. 1A). Low-level HSA
expression was followed by very-high-level HSA expression,
which was clearly evident at 23 h (Fig. 1A). Transition between
the two levels of HSA began at 8 h p.i. and was more advanced
with higher multiplicities of infection (MOIs) and longer times
(Fig. 1B). The effects of the MOI and time were clearly dem-
onstrated when we assessed HSA expression in three flow
cytometric gates: low-negative, medium, and high (Fig. 2A).
HSA expression always proceeded from low to high as infec-
tion progressed, especially with greater MOIs (Fig. 2B). After
1 to 2 days following the expression of high HSA levels, cell
viability decreased dramatically (Fig. 2C). These findings are
consistent with our previous observations that high-level virus
expression is essential for cell killing (4, 16) and support a

FIG. 1. Expression of the HSA marker protein correlates with two
phases of infection. (A) Jurkat 1.9 cells (106) were infected with serial
dilutions of HIV-1 NL4-3HSA Env� virus. Each histogram shows the
HSA expression of live cells, and the percentage of gated HSA� cells
(compared to mock) is given at 8 and 23 h p.i. Virus was serially
diluted, and the MOIs were as follows: (a) mock infected, MOI  0;
(b) 1:243 serial dilution of virus, MOI  0.03; (c) 1:81 serial dilution of
virus, MOI  0.09; (d) 1:27 serial dilution of virus, MOI  0.28; (e) 1:9
serial dilution of virus, MOI  0.83; (f) 1:3 serial dilution of virus, MOI
 2.5; (g) undiluted virus stock, MOI  7.5. In the bottom right corner
(h) of each group of panels, the viability profile of sample g as detected
by forward light scatter (x axis) and side light scatter (y axis) is shown.
Viable cells are shown within the polygon, and the fraction of total
events is given. (B) Representative experiment in which the sample
identity and viral titer were the same as those described for panel A,
analyzed 23 and 46 h after the start of infection. The units on the x axis
are arbitrary fluorescence units, and the units on the y axis are event
counts. A total of 5,000 events were collected for each sample.

VOL. 79, 2005 NEW METHOD FOR QUANTITATING VIRAL CYTOPATHICITY 4027

 on F
ebruary 3, 2014 by B

IO
Z

E
N

T
R

U
M

 D
E

R
 U

N
IV

 B
A

S
E

L
http://jvi.asm

.org/
D

ow
nloaded from

 

http://jvi.asm.org/
http://jvi.asm.org/


model in which the persistent high-level expression of viral
proteins ultimately leads to cellular demise.

Next, we examined the low-negative and medium ranges of
HSA expression, which were both characteristically propor-
tional to the amount of virus used and detectable as early as 2
to 4 h p.i. (data not shown). This is too soon to be due to
provirus integration and expression (14). Therefore, for fur-
ther analysis, we considered low-negative and medium HSA-
expressing cells to be a single population (low HSA) with
features distinct from cells expressing high HSA.

We hypothesized that low HSA was due to the passive “do-
nation” of HSA from the virus envelope to the target cell
during the virus-cell interaction, before viral integration. This
has been previously described for other cell membrane pro-
teins and internal virion proteins (35, 37). To test this hypoth-
esis, we treated cells with 3TC, a reverse transcriptase inhibi-
tor, in order to block productive infection and then exposed
the cells to NL4-3HSA virus. We found early HSA was detect-
able on the target cells regardless of productive reverse tran-
scription (Fig. 3A). Controls showed that early HSA was not
blocked by addition of the protease inhibitor SQV, nor was it
accompanied by expression of p24 (Fig. 3A, inset). These data
suggested that the early low-level HSA expression was pas-
sively acquired and not due to transcription from an integrated
provirus. Furthermore, we observed that the mixture of virus
and cells at 3°C, a temperature known to block virus-cell in-
teraction and fusion (22), or treatment with a blocking anti-
body against CD4 inhibited early HSA expression (Fig. 3B and
data not shown). Taken together, these data indicate that the

early low level of HSA is due to passive acquisition from viral
particles. However, these data do not distinguish whether the
low level of HSA was acquired by virus-cell fusion or binding of
virus particles to the cell surface without fusion.

HSA is a glycosylphosphatidylinositol (GPI)-linked cell sur-
face molecule that resists protease cleavage. We used this fea-
ture to distinguish viral particles that were bound to the CD4
receptor on the cell surface or those that had actually fused
and donated HSA to the target cell membrane. We treated
cells for 30 min with proteinase K, which removed surface-
associated virus (20) and completely removed CD4 but not
CXCR4 from the cell surface (data not shown). By treating
cells under similar digestion conditions just before staining, we
found that the low levels of HSA on day 1 were reduced from
79 to 47%, whereas the high HSA on day 3 was unaffected (Fig.
3C). Thus, early low-level HSA is due to two types of virion-cell
interactions. The first is a protease-sensitive fraction, which we
believe is comprised of unfused viral particles bound to the cell
surface through protein-protein interactions. The second is a
protease-resistant fraction that represents HSA tethered to the
cell surface by a GPI linkage following fusion of the viral
particle to the cell membrane. We will henceforth refer to both
biochemical fractions of early HSA collectively as “virion HSA.”

As p.i. time increases, an increasing fraction of cells express
a high level of HSA (Fig. 2B). This fraction has several distinct
features compared to virion HSA. High-level HSA occurs at
later times and is completely blocked by reverse transcriptase
inhibition. Also, it is protease resistant and correlated with
productive infection, as indicated by the generation of other

FIG. 2. Relationship of HSA expression levels to cell viability. (A) Thresholds of HSA staining distinguish levels of infection associated with
different fates of the infected cell. Data are derived from sample number 4 on day 4 shown in panel B. Low-negative expression indicates
HSA-negative cells or transient HSA passively acquired from virion-cell interaction. Cells expressing HSA at the medium level (Med) are
productively infected but have not yet reached high levels of expression. High-level expressers (Hi) are at the peak of infection, which leads to cell
death. (B) Quantification of samples gated on HSA expression as for panel A. The various times and MOIs are shown. (C) Viability profiles for
the infected samples represented in panel B. Serial dilutions of NL4-3HSA Env� virus were used for Jurkat 1.9 cell infection, which was monitored
by HSA expression.

4028 SPEIRS ET AL. J. VIROL.
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viral proteins and, eventually, cell death. We will designate the
high-level HSA as “proviral HSA,” since all of these charac-
teristics are consistent with HSA newly produced from inte-
grated proviruses.

Culture dynamics of uninfected cells. To estimate the pro-
liferation rate (
) of uninfected cells, we used measurements
of the flow cytometric distribution of the fluorescent marker
carboxyfluorescein diacetate succinimidyl ester in a culture of
uninfected cells as a function of time. Every time a cell divides
the marker will be divided approximately equally to its two
daughters. The concentration of marker in the daughters will
therefore be roughly half of the concentration of marker in the

mother cell. If cells divide at a rate 
, and �x� denotes the
average of the logarithm of marker concentration (averaged
over all cells in the cultures), then one can show (see the
supplemental material) that �x� decreases linearly with time:
d�x�/dt  �2log(2)
. Using this equation we found that in
uninfected Jurkat cells 
 is 0.026 h�1, or 0.624 day�1.

To estimate the death rate � of uninfected cells and the
decay rate � of dead cells, we examined data sets in which
the viability of uninfected cells was measured as a function of
time (mock data sets). Since no virus was added, we set y(t) 
yd(t)  a(t)  0 in the model’s differential equations and
denoted the ratio of dead to live cells at time zero as s0. Solving
equations 3 and 5 and by using equation 1, the following
expression for the viability is obtained (see also the supple-
mental material):

v�t� �

 � � � �


 � � � 	s0�
 � � � �� � ��e��
�����t (10)

We set the proliferation rate 
 to 0.026 h�1 and then fit �,
�, and s0 to the experimental data (Fig. 4) as follows. For each
time point tj, we have three viability measurements: vj

1, vj
2, and

vj
3. We assume that there is Gaussian noise in these measure-

ments of an unknown standard deviation, allowing for a dif-
ferent magnitude of noise at each time point. Under these
assumptions, the likelihood L of the data given the theoretical
viability curve v(t) is given by the following equation (see also
the supplemental material):

L��
i1

n ��
j1

3 �vi
j � v�ti��

2��3/2

(11)

The estimated values for the death rate and decay rate that we
obtained are �  0.000764 h�1 and �  0.00785 h�1. These
values correspond to a half-life of almost 38 days for live
uninfected cells and a disintegration half-life of 3.7 days for
dead cells.

Estimating death rates of infected cells. Next, we analyzed
the dynamics of cultures with both uninfected and infected

FIG. 3. HSA detected on the cell surface during infection repre-
sents two mechanisms of acquisition. (A) Jurkat cells were cultured in
plain medium or in the presence of either the nucleoside reverse
transcriptase inhibitor 3TC or the protease inhibitor SQV. 3TC (10
�M) was added for 24 h prior to the infection and replenished every
24 h. Alternatively, the protease inhibitor SQV (1 �M) was added to
Jurkat cells at the time of infection and replenished every 48 h. Surface
expression of HSA and the levels of intracellular p24 (inset) were
determined by flow cytometry. (B) Mixing virus and cells at 3°C sig-
nificantly reduces detectable HSA on the cell surface. A total of 5 �
105 Jurkat 1.9 cells were spin infected with various dilutions of a
concentrated stock of NL4-3HSA for 2.5 h, at 800 � g, at either 3 or
37°C. Immediately following centrifugation, samples were analyzed for
surface expression of HSA (virion HSA) by flow cytometry. The sam-
ples and all reagents were maintained at 3°C following the spin infec-
tion to prevent subsequent viral fusion. The average percentage of
HSA-positive cells from four independent samples is graphed, with
error bars indicating one standard deviation. (C) Cell surface HSA
staining in early stages of infection is partially sensitive to proteinase K
cleavage. A total of 5 � 105 mock- or NL4-3HSA-infected Jurkat 1.9
CD4� T cells were washed in PBS, incubated for 45 min in a rotary
shaker at 4°C in either PBS (left panels) or 0.5 mg of proteinase K/ml
(right panels), washed again in PBS, and stained for HSA. Control
stains showed that CD4 was completely removed, but CXCR4 was
unaffected by protease treatment (data not shown). HSA levels on
HIV-1-infected cells were analyzed at day 1 (upper panels) and day 3
(lower panels) p.i. The fraction of HSA� viable cells is shown. Ten
thousand live events were acquired for each sample.

FIG. 4. Range of likely fits for uninfected cells. A time course of
triplicate measurements of viability in cultures was made with unin-
fected cells (dots). The solid line is the maximum likelihood fit to the
data. The dashed lines show fits with a likelihood that is a factor e
lower than the maximum likelihood fit.

VOL. 79, 2005 NEW METHOD FOR QUANTITATING VIRAL CYTOPATHICITY 4029

 on F
ebruary 3, 2014 by B

IO
Z

E
N

T
R

U
M

 D
E

R
 U

N
IV

 B
A

S
E

L
http://jvi.asm

.org/
D

ow
nloaded from

 

http://jvi.asm.org/
http://jvi.asm.org/


cells. As mentioned above, equations 3 to 6 can be rewritten in
terms of the viability v and infectivity f (defined in equations 1
and 2) to obtain the following equation:

dlog�v�

dt � ���1 � f� � �1 � v�	
�1 � f� � ��

� �1 � v� f
p � f�q (12)

Note that, for notational simplicity, we have suppressed the ex-
plicit time dependence of the variables v(t), f(t), p(t), and q(t). As
discussed in Materials and Methods, we approximate log(v), v,
and f by linear functions between consecutive measurement time
points. We denote the approximation to a variable midway be-
tween two measurements with a subscript asterisk.

Using these approximations and equation 12, one obtains q*
in terms of p* (see the supplemental material):

q* � 1 �
1
f*

�
w*
�f*

�

�p* � 1��1 � v*�

�
�

�� � 
��1 � v*�

�f*

(13)

where q* and p* are the approximations to q and p.
Fig. 5 shows the estimated values of q* as a function of time

for different viral strains and different viral concentrations as
p* runs from 0 (total cell cycle blockage) to 1 (no cell cycle
blockage). The figure shows that the effect of infection on the
proliferation rate, i.e., p*, has only a relatively small effect on
the estimate of q*. We derive upper and lower bounds on q* by
assuming that P*  0 or P*  1. One then finds that q* has to
lie between the following:

q*
� � 1 �

1
f*

�
�� � 
��1 � v*� � w*

�f*
, q*

� � q*
� �


�1 � v*�

�

(14)

The bounds that we obtained using equation 14 for different
cultures and at different viral titers are shown in Fig. 6. For
each data point, the top of the vertical error bar corresponds to
the value of q* that is obtained when p*  1, and the bottom
of the bar corresponds to the value of q* that is obtained when
p*  0. As expected, there was hardly any increase in death
rates for the mock data sets. Except for the third and fifth data
points, where slight increases were apparent, all other data
points were consistent with q(t)  1, meaning that cells in-
fected with mock virus died at the same rate as uninfected
cells. In contrast, the wild-type virus had markedly higher cy-
topathicity, especially around day 4. Interestingly, the P-S virus
with a mutation in the vpr gene exhibited cytopathicity that was
reduced roughly twofold in comparison to wild type. We thus
found that the effective death rate of cells infected by the
wild-type virus was about 80 times higher than the death rate
of uninfected cells and that of the P-S mutant virus was about
40 times higher (Fig. 6). Since uninfected cells have a half-life
of almost 40 days, these death rates for the wild type and P-S
virus correspond to infected cell half-lives of just under 1/2 day
and just under 1 day, respectively. We also observed that the
effective cytopathicity seemed to increase with time in both the
wild-type and P-S mutant cultures, reaching a maximum value
on day 4. Finally, although the results contained significant
noise, it appears in general that the cytopathicity increases with
the amount of virus. Finally, the last three time points for the
mutant virus suggest that, at these late times, the cytopathicity
of the virus increases significantly with the amount of virus.

FIG. 5. Inferred effective death rates for infected cells as a function of time, viral strain, and viral concentration. The fold increase q(t) (z axis)
of the death rate of infected cells compared to uninfected cells as a function of time (x axis) and the amount of cell cycle blockage p(t) of infected
cells (y axis). Each plot shows the results for a different initial viral concentration: 0.5- (A), 1.0- (B), or 1.5-ml titer (C). Each surface corresponds
to a particular viral strain. The top surface in each plot corresponds to wild-type virus. The middle surface corresponds to the vpr mutant strain,
and the bottom surface corresponds to mock infections. Time runs from day 1 to day 6 after infection on the x axis. The proliferation rate p(t) runs
from 0 (complete cell cycle blockage) to 1 (no cell cycle blockage) on the y axis. The fold change runs from 0 to 120 on the z axis, e.g., a value
of 50 on the z axis indicates that we inferred from the measurements of infectivity and viability that, at that point of time in the infection and
assuming that particular amount of cell cycle blockage, the infected cells were dying at a 50 times higher rate than uninfected cells.
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However, we stress these interpretations must be made with
caution because of the noise in the measurements.

DISCUSSION

To implicate specific HIV genes in cytopathicity, we re-
quired a method to compare death rates between viral stocks.
Our ultimate goal is to determine the molecular mechanism by
which HIV-1 kills infected CD4� T cells. Our culture system,
which gives high-efficiency infection, allows us to easily moni-
tor infection and viability as a function of time by using flow
cytometry for the surface marker HSA. Moreover, with Env�

viruses, this can be analyzed in a one-step nearly synchronous
infection (4, 16). We determined that there are two phases of
infection that can be distinguished by HSA staining. Early on,
low HSA levels correspond to the virion HSA that was pas-
sively transferred from virus particles to the target cells. At
later data points, much higher levels of HSA were observed
(generally 2 logs greater), corresponding to proviral HSA that
resulted from the active transcription of integrated proviruses.
This latter form of HSA is important in the quantification of
virus infection that leads to cell death.

We have previously observed attenuated viral cytopathicity
when the HIV-1 genome is devoid of its normal protein-coding
sequences, indicating the presence of one or more cytopathic
genes in the HIV-1 genome (4). The comparison of HIV de-
rivatives with more selective mutations in various protein-cod-
ing regions, however, raised some analytical difficulties. First,
certain HIV genes affect both cell cycle progression and viral
cell killing. Therefore, changes in the fraction of viable cells
could represent effects on either process. To address this issue,
we developed a new mathematical approach that describes the
culture dynamics in terms of effective time-dependent infec-

tion, proliferation, and death rates. Using this framework, we
have rigorously shown that the death rates of infected cells can
be estimated independently of the effect of infection on the cell
cycle. Assuming only that the proliferation rate of infected
cells lies between zero (total cell cycle blockade) and the pro-
liferation rate of uninfected cells (no cell cycle blockade), we
can derive accurate bounds on the death rates of different HIV
variants. We found that the decrease in viable cells in infected
cultures varies quantitatively with increased cell death but is
relatively insensitive to cell cycle blockade. Hence, the mea-
surements we make in our system will largely reflect viral
cytopathicity effects.

To demonstrate the efficiency of our approach, we analyzed
data from infections with wild-type NL4-3HSA virus and a mu-
tant vpr virus NL4-3HSA that lacks the Vpr protein. Vpr has
been implicated in both cell cycle blockade and cytopathic
effects on infected cells (5, 11, 12, 18, 25, 26, 34, 36, 39).
Compared to the wild-type virus, a vpr mutant showed a
roughly twofold-attenuated cytopathicity. This is consistent
with previous suggestions that Vpr could have a direct cyto-
pathic effect (25, 26, 37, 39). Our model thus provides a frame-
work in which to determine the alteration of death rates of
infected cells by mutation of the viral genome, and it allows us
to quantitatively demonstrate the decrease of the viral cyto-
pathic potential.

The abilities to identify mutant HIV-1 strains with varied
cytopathicity and to quantitate these differences are crucial for
clearly identifying the cytopathic viral components. This may
provide a deeper understanding of the role of HIV-1 in the
immunodeficiency which results in AIDS. Finally, we note that
our mathematical procedures are easily applicable to other
model systems and may be used as a general tool for inferring
differential cytopathicity or other effective rates in cell cultures.

FIG. 6. Inferred cytopathicity of different viral strains at different viral concentrations. The x-axis shows time in days and the y-axis shows the
fold change in death rate of infected cells for the data in Fig. 5. Each bar indicates the inferred lower and upper bounds of the death rate that
are obtained by setting p(t)  0 and p(t)  1, respectively. Green bars with triangles correspond to mock infection, blue bars with stars to the vpr
mutant strain, and red bars with diamonds to wild-type virus. Each triplet of bars corresponds to cultures with viral-titers of 0.5 ml, 1 ml, and 1.5
ml, from left to right, respectively. Overlapping data sets were slightly shifted horizontally with respect with one another to make the figure easier
to view. However, all samples for each set of viral titers were collected at the same time points.
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